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Abstract 

The method to refine crystal structure parameters (atom 
positions and Debye-Waller factors) using convergent- 
beam electron diffraction (CBED), which is applica- 
ble to crystal structur~ analysis of a small specimen 
area down to a few nm in diameter, is studied. The 
line profiles of higher-order Laue-zone reflections are 
recorded using imaging plates. Theoretical intensities are 
calculated based on the dynamical theory of electron 
diffraction with the aid of the generalized Bethe ap- 
proximation to shorten calculation time. The structural 
parameters are determined by fitting the experimental 
profiles with the theoretical ones using a nonlinear least- 
squares method. The present method has been applied 
to the low-temperature phase of SrTiO3. The structural 
parameter or the rotation angle of the oxygen octahedron 
has been determined to be qo -- 1.12 (4) °, which shows 
good agreement with that obtained from electron spin 
resonance experiments. 

I. Introduction 

Convergent-beam electron diffraction (CBED) has been 
established as a powerful method to uniquely deter- 
mine the crystal point groups (Goodman, 1975; Buxton, 
Eades, Steeds & Rackham, 1976; Tanaka, Saito & Sekii, 
1983; Tanaka & Terauchi, 1985; Tanaka, 1989). The 
reason is that the CBED method can distinguish non- 
polar crystals from polar crystals because it is fully 
based upon dynamical diffraction. It can also identify 
unambiguously the space-group symmetry elements of 
21 screw axes and glide planes owing to the conspicuous 
dynamical diffraction effect or the dynamical extinction 
appearing in kinematically forbidden reflections (Cowley 
& Moodie, 1959; Miyake, Takagi & Fujimoto, 1960; 
Cowley, Moodie, Miyake, Takagi & Fujimoto, 1961; 
Goodman & Lehmpfuhl, 1964; Gj0nnes & Moodie, 
1965). As a result, 181 space groups can be uniquely 
identified using only the dynamical extinction (Steeds, 
Rackham & Shannon, 1978; Tanaka, Sekii & Nagasawa, 
1983; Tanaka & Terauchi, 1985; Tanaka, Terauchi & 
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Kaneyama, 1988). The CBED method has been success- 
fully applied to the symmetry determination of many 
materials (see e.g. Goodman & Whitefield, 1980; Steeds 
& Evans, 1980; Tanaka, Saito & Watanabe, 1980; Tanaka 
& Terauchi, 1985; Tanaka et al., 1988; Tsuda, Tanaka, 
Sakanoue et al., 1989; Tsuda, Tanaka & Akimitsu, 1989). 
In particular, symmetry changes due to very small atomic 
displacements at structural phase transitions have been 
successfully detected (Tanaka, Saito & Tsuzuki, 1982; 
Tanaka, Sekii & Ohi, 1985; Tanaka & Terauchi, 1985; 
Tanaka et al., 1988), which led us to believe that the 
CBED method has the potential to determine very small 
atomic displacements. Recently, application of CBED 
has been extended to the symmetry determination of 
higher-dimensional crystals or incommensurately modu- 
lated crystals (Terauchi & Tanaka, 1993; Tanaka, 1994; 
Terauchi, Takahashi & Tanaka, 1994) and quasicrystals 
(Tanaka, Terauchi, Hiraga & Hirabayashi, 1985; Ben- 
dersky & Kaufman, 1986; Saito, Tanaka, Tsai, Inoue & 
Masumoto, 1992; Tanaka et al., 1993). 

The symmetry determination described above is a 
qualitative use of the CBED method. CBED is now 
entering a stage of quantitative studies, or crystal struc- 
ture analysis. The CBED method has the following 
advantages compared with the X-ray and neutron diffrac- 
tion methods with respect to crystal structure analysis. 
Firstly, the CBED method enables us to obtain diffrac- 
tion patterns from a small specimen area a few nm in 
diameter. The area illuminated by an incident electron 
beam is small enough for a crystal to be expected to 
be perfect and to have a constant thickness and orienta- 
tion. Consequently, the CBED patterns can be directly 
compared with calculated ones based on the dynamical 
theory of electron diffraction. Then, the method can be 
applied not only to the determination of perfect crystal 
structures but also to that of local crystal structures 
that change with specimen position. This is contrasted 
with the fact that the X-ray and neutron diffraction 
analyses determine the structural parameters averaged 
over a large specimen volume, which consists of mosaic 
crystals and includes many lattice defects. Secondly, 
the CBED intensities possess information about the 
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phases of crystal structure factors because of the strong 
dynamical diffraction effects. This is very different from 
the X-ray and neutron diffraction cases, in which the 
intensities are calculated on the basis of the kinematical 
diffraction theory and have no information about phases 
of crystal structure factors. 

The earliest attempt at crystal structure analysis using 
electron diffraction was conducted by Vainshtein and co- 
workers (Vainshtein, 1956, 1964; Vainshtain, Zvyagin 
& Avilov, 1992). They took note of the fact that the 
contribution of light elements in electron diffraction is 
greater than that in X-ray diffraction, and applied the 
electron diffraction method to the analysis of materials 
including light elements. They took diffraction patterns 
from specimens with lamellar and/or fibrous textures and 
evaluated the diffracted intensities recorded on negative 
films by visual estimation. They also determined crystal 
structures using the Fourier synthesis method based on 
the kinematical diffraction theory. Dorset (1992) applied 
the direct phasing method of X-ray crystallography to 
the Fourier synthesis of the electron diffraction data, 
and determined the structures of layer silicates and 
thiourea. Vincent, Bird & Steeds (1984) first applied 
the CBED method to the determination of the atom 
positions of AuGeAs. They evaluated the experimen- 
tal intensities from negative films by visual estima- 
tion. They refined the positional parameters by fitting 
the experimental intensities of higher-order-Laue-zone 
(HOLZ) reflections with the intensities calculated under 
the quasikinematical approximation. Vincent & Exelby 
(1990) applied the same method to the structure deter- 
mination of a metastable A1-Ge phase. Other attempts 
to refine positional or occupational parameters have 
been made by Tafto& Metzger (1985), Vincent & Bird 
(1986), Gjonnes, Boe & Gjonnes (1990) and Tomokiyo 
& Kuroiwa (1990). All of the above analyses were 
based on the kinematical or quasikinematical diffraction 
theory. We are convinced from our experience that it 
is necessary to use the dynamical diffraction theory for 
accurate matching of experimental and calculated inten- 
sities, even for HOLZ reflections. Tanaka & Tsuda ( 1990, 
1991) preliminarily refined the structural parameters of 
the low-temperature phase of SrTiO3, by applying the 
dynamical theory of electron diffraction for the first time. 

Recently, the automatic matching of experimental 
and theoretical CBED patterns has been attempted by 
minimization of an R factor by a nonlinear least-squares 
method: a steepest-descents method (Marthinsen, H¢ier 
& Bakken, 1990), the simplex method (Zuo & Spence, 
1991), the quasi-Newtonian method (Bird & Saunders, 
1991) and the modified Marquardt method (Tanaka & 
Tsuda, 1991). Bird & Saunders (1992a,b) studied the 
sensitivity and accuracy of the matching of CBED 
patterns and tested an ab initio determination method 
of the structure factors of GaP using simulated pattems 
as ideal experimental data. For the refinement of low- 

order structure factors, readers should refer to a review 
paper by Spence (1993). 

Important requirements for accurate structure analysis 
using the CBED method are as follows. The first is 
accurate intensity measurements. Electron diffraction in- 
tensities have for a long time been recorded by negative 
film. This film is not suitable for quantitative intensity 
measurements because of its narrow dynamic range 
and its nonlinear response to electron doses. Recently, 
new recording tools, which have great sensitivity, wide 
dynamic range and a linear response to electron doses, 
have been developed: a slow-scan charge-coupled-device 
(CCD) camera (Mochel & Mochel, 1986; Mooney, Fan, 
Meyer, Truong & Krivanek, 1990) and an imaging 
plate (IP) (Moil, Oikawa, Kato, Miyahara & Harada, 
1988; Moil, Oikawa, Harada & Miyahara, 1990; Oikawa, 
Mori, Takano & Ohnishi, 1990). We have introduced 
an imaging-plate system to record accurately the in- 
tensities of CBED patterns. The second requirement 
is subtraction of inelastically scattered electrons. It is 
important to subtract inelastically scattered intensities 
to obtain accurate experimental data for comparison 
with calculated intensities. It has been said that phonon 
scattering was worse than plasmon scattering because the 
former causes interband transitions but the latter causes 
intraband transitions. However, Tanaka & Tsuda (1991) 
demonstrated for silicon and FeS2 using a sector-type 
energy-filter that subtraction of plasmon-loss electrons 
from the experimental intensity is very important to 
obtain the pattern to be compared with theoretical cal- 
culations, and that phonon scattering appears to spoil 
the pattern very little. Recently, a commercial electron 
microscope equipped with an omega-type energy filter in 
its column to cut off plasmon-loss electrons has become 
available (Mayer, Spence & M6bus, 1991). A practical 
way to remove the inelastic part without an energy 
filter is to subtract the intensity just outside the CBED 
disc from that inside the disc. It is also effective to 
use a thin specimen to reduce the inelastic scattering. 
The third requirement is high-speed dynamical calcu- 
lations. Many-beam dynamical calculation using more 
than a hundred beams is necessary to obtain accurate 
CBED intensities. It includes the diagonalization of 
a square matrix with the size of the beam number, 
which takes a long calculation time. To obtain one- 
dimensional line profiles or two-dimensional patterns, 
the intensity calculations have to be carried out for a 
large number of points with different excitation errors or 
different directions of electron incidence. Furthermore, 
such calculations have to be repeated with changing 
structural parameters in obtaining the final values of 
the parameters using the nonlinear least-squares method. 
Such calculations require a very long computing time but 
recently have become faster due to rapid development of 
workstations. Techniques to shorten computing time are, 
however, still important, such as the generalized-Bethe- 
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potential method and a perturbation method to calculate 
the gradients of the residual sum of squares required in 
the nonlinear least-squares method. 

Considering the above points, we have developed 
a method to refine crystal structure parameters (atom 
positions and Debye-Waller factors) and applied it 
to the positional-parameter determination of the low- 
temperature phase of SrTiO3. In §2, the procedure of 
crystal structure analysis is described. In §3, the result of 
application of the method to the low-temperature phase 
of SrTiO3 is reported. In §4, we compare the results with 
other experimental studies and give an interpretation of 
HOLZ line profiles in terms of the Bloch-wave scheme. 
Some future problems are mentioned in §5. 

2. Analysis procedure 

We describe the analysis procedure of the present 
method. There are two major premises. One is the use 
of HOLZ reflections. Generally, intensities of HOLZ 
reflections with large reciprocal vectors g are more 
sensitive to the displacements of atoms than those of 
zeroth-order-Laue-zone (ZOLZ) reflections. This can 
be understood from the fact that the crystal structure 
factor Fg contains the phase factor exp (-27rg.  r). For a 
reflection with a large g, the phase factor varies greatly 
through small changes of atomic coordinates r. Then, 
small displacements of atoms can be sensitively detected 
using HOLZ reflection intensities. The other premise 
is the use of line profiles. Intensity distributions of 
HOLZ reflections in CBED patterns have characteristic 
structures, which are attributed to the structures of 
dispersion surfaces of Bloch waves. Then, more 
information can be obtained by treating intensities 
of HOLZ reflections as one-dimensional line profiles 
or two-dimensional intensity distributions than as 
integrated intensities. Although it is best to treat 
those as two-dimensional data, we use one-dimensional 
line profiles to reduce computing time of dynamical 
calculations. It is noted that intensities of HOLZ 
reflections are almost uniform over a limited extent in 
the azimuthal direction when a CBED pattern is taken 
from a thin specimen area. 

In advance of the analysis, the space group, the lattice 
parameters and the tentative positional parameters of 
atoms of a specimen and the accelerating voltage of 
the incident electrons are assumed to be known. The 
accelerating voltage is determined from a HOLZ line 
pattern of a standard specimen like silicon. The analysis 
procedure is as follows: 

(i) A CBED pattern is taken from the specimen using 
the IP in the electron microscope. A thin area of the 
specimen has to be chosen to reduce inelastically scat- 
tered intensities. If the expected atomic displacements 

are known, a direction of the electron incidence is 
selected so that the CBED pattern is sensitive to the 
displacements. 

(ii) Intensities of the CBED pattern are read out 
from the IP by the IP reader and are transferred to the 
workstation as a digital image. 

(iii) The distortion of the pattern owing to the lens 
aberrations of the electron microscope is numerically 
corrected on the workstation. Line profiles of HOLZ 
reflections that run along the radial directions through 
the centers of the discs are taken from the CBED pattern. 

(iv) The thickness of the specimen is evaluated by 
comparing the patterns of low-order ZOLZ reflections 
with those simulated at different thicknesses. Since the 
patterns are not so sensitive to the detail of the structure, 
the dynamical simulations are carded out using the 
structural parameters initially assumed. 

(v) The structural parameters are refined by the non- 
linear least-squares method so as to minimize the resid- 
ual sum of squares S between the experimental HOLZ 
line profiles and calculated ones. 

Details of each process are described in the following 
subsections. 

2.1. Intensity measurements 

2.1.1. Use of imaging plates. We have used imaging 
plates of Fuji DL-UR 111 and an IP system (JEOL 
PIXsysTEM) to record CBED patterns. The IP has a 
great sensitivity, a wide dynamic range of four digits 
(10 -14 - 1 0 - 9 C c m  -2)  and a linear response with 
electron dose. A disadvantage of the IP is its low 
spatial resolution. It was measured to be about 120 lxm 
at 1000kV by Isoda, Saitoh, Moriguchi & Kobayashi 
(1991), while it is about 101xm for negative films. 
This disadvantage, however, can be compensated for by 
taking CBED patterns with a high magnification. The IP 
system is composed of IPs, an IP camera, an IP reader 
and a workstation. The IPs are set into the IP camera 
in the electron microscope and exposed to electrons 
to record CBED pattems. The recorded pattern is read 
out by the IP reader using an He-Ne laser beam, and 
transferred to the workstation as a digitized pattern with 
4096 logarithmic signal levels and 2048 x 1536 pixels. 

It is worth comparing the IP with the slow-scan 
CCD camera. The CCD camera, which has also been 
recently developed as a new recording tool, has a similar 
performance to the IP system with respect to sensitivity, 
dynamic range and linear response. The advantage of 
the CCD is on-line use, while the IP is used off-line. 
The CCD, with a size of 25.4 x 25.4 mm, may be a 
little small to record the entire CBED pattern including 
HOLZ reflections with one exposure. If the entire CBED 
pattern is recorded on the CCD at a short camera 
length, an appreciable distortion owing to the aberration 
of intermediate and projector lenses can take place in 
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current electron microscopes. The IP, with a size of 
77 x 102mm, is almost free of such distortion and is 
better for recording CBED patterns. 

2.1.2. HOLZ line profiles. Line profiles of HOLZ 
reflections that run along radial directions through the 
centers of the HOLZ discs are taken out of the recorded 
pattern on the workstation. Relative positions of HOLZ 
reflection discs or their line profiles have to be measured 
accurately, because those positions seriously affect the 
accuracy of the result for the profile fitting. The positions 
are calculated with the basis vectors of ZOLZ reflections 
and indices of the HOLZ reflections because the discs 
of HOLZ reflections are difficult to see, unlike those of 
ZOLZ reflections. 

For the accurate determination of positions of the line 
profiles, it is necessary to correct the distortion of the 
CBED pattern due to aberrations of the intermediate 
lens and the projection lens of the electron microscope. 
Even at the optimum settings of the lenses and the stig- 
mators, the distortions cannot be completely eliminated 
in current electron microscopes. The distortion consists 
of radial distortion and spiral distortion (e.g. Tsuno & 
Harada, 1981; Reimer, 1989). The radial distortion is 
caused by the aberrations of both the intermediate lens 
and the projector lens and results in a displacement of 
the pattern in the radial direction. The spiral distortion 
originates from the projector lens and causes a displace- 
ment in the azimuthal direction. The displacements Ar 
of the radial distortion and As of the spiral distortion 
are expressed by ,dr = C~r 3 and As  = Cspr 3, where 
r is the distance from the optical axis, and C,. and Csp 
are the coefficients of the radial and spiral distortions, 
respectively. The two types of distortion are corrected 
using the equations on the workstation. 

CBED patterns taken from thin areas (<300/~) of a 
specimen still contain inelastic background intensity. In 
the present analysis, the remaining background intensity 
was determined from the intensities just outside the 
CBED discs by a linear interpolation and was subtracted 
from the total intensity. 

HOLZ reflection intensities for thin specimens are 
almost uniform over a certain extent in the azimuthal 
direction, but the effect of azimuthal intensity variation 
is indirectly taken into account through the weight 
factors wg~ of the reflections in the least-squares fitting 
of the line profiles. We took out two additional line 
profiles that were separated by a few pixels on both 
sides of the former one and calculated the averaged 
values and the standard deviations agi of the three line 
profiles. The averaged values were used as experimental 
intensities. The standard deviations crg i were regarded 
as experimental errors and the weight factors wgi were 
taken to be 1/a2i . This implies that, when the standard 
deviation of a reflection is large, or the reflection has a 
large azimuthal intensity variation, the weight factor wgi 
is set to be small in the least-squares fitting. 

2.2. Calculations 

2.2.1. Dynamical calculations. Theoretical intensities 
of CBED patterns are obtained by many-beam dy- 
namical calculations. We wrote a Fortran program for 
the calculation based on the Bloch-wave dynamical 
theory of electron diffraction (Bethe, 1928). The Bloch- 
wave theory, which has been described in many texts 
and reviews (e.g. Hirsch, Howie, Nicholson, Pashley 
& Whelan, 1977; Jones, Rackham & Steeds, 1977), is 
briefly described as follows. The Schredinger equation 
for the wave function ~(r)  of an electron within a crystal 
potential V(r) is expressed by 

V2~(r)  + (87rme/h2)[E + V(r)]k~(r) = O, (1) 

where m is the relativistic mass of the electron and E 
is the accelerating voltage of the incident electron. The 
crystal potential V(r) and the wave function ~(r )  can 
be expanded as a Fourier series of the reciprocal-lattice 
vector g: 

V(r) = y~ Vg exp (2rig. r) (2) 
g 

and 

~P(r) = E Cg(k) exp [27ri(k + g ) .  r]. (3) 
g 

Substituting (2) and (3) into (1) and comparing coef- 
ficients of each exponential term, we obtain the basic 
equation of the Bloch-wave theory: 

[K 2 - (k + g)2]Cg(k) + E UhCg_h(k) = 0, (4) 
h¢9 

where K 2 = (E + Vo)2me/h 2 and Ug = 2meVg/h 2. 
This is an eigenvalue equation and can be solved nu- 
merically. Then, the amplitude of the jth Bloch wave 
is expressed by the jth eigenvalue k (j) and the jth 
eigenvectors C(J)(k) as follows: 

~(J) = Y~ C(J)(k) exp [27ri(k (j) + g ) .  r]. (5) 
g 

The wave function of the electron inside the crystal is 
expressed as a linear combination of the Bloch waves. 
The diffracted amplitude ~9 and intensity Ig of the 
reflection g are given by 

- r (6) 
J 

and 
Ig = k~ffk~a, (7) 

where e(J) is the excitation amplitude of the jth Bloch 
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wave and is determined by the boundary condition at 
the upper surface of the specimen, and t is the specimen 
thickness. A simulated CBED pattern is obtained by 
calculating Ig with changing incident electron direction. 

Our dynamical calculation program uses the subrou- 
tine CHEQRS in NUMPAC (Nagoya University Mathe- 
matical Libraries, Nagoya, Japan) to find the eigenvalues 
and eigenvectors of a general complex matrix and the 
routine MINVC2 in NUMPAC to find the inverse of the 
matrix of eigenvectors. 

Absorption due to inelastic scattering is taken into 
account using an absorption (imaginary) potential. The 
absorption consists of two parts: anomalous absorption 
and mean absorption. The anomalous absorption arises 
from scattering processes due to localized objects such 
as thermal diffuse scattering (TDS) and core-electron 
excitations. TDS is the most significant process and 
causes the main contribution to the Fourier coefficients 
with g ¢ 0 of the imaginary potential. On the other hand, 
the mean absorption arises from nonlocal scattering 
such as plasmon excitations and interband excitations. 
The mean absorption is not important for the present 
study because it causes only uniform attenuation of 
all reflections. The theory used to calculate the TDS 
contribution to the absorption potential was given by 
Hall & Hirsch (1965) and uses the Einstein model 
of lattice vibrations. Bird & King (1990) computed 
the TDS contributions in the form of the absorptive 
part to the atomic form factor and incorporated them 
into the Fortran subroutine ATOM. We have employed 
the imaginary potential calculated using the subroutine 
ATOM. 

2.2.2. Generalized Bethe-potential method. The 
Bethe-potential (BP) method (Bethe, 1928; Gjcnnes, 
Gjcnnes, Zuo & Spence, 1988; Zuo, Spence & H¢ier 
1989) was introduced to estimate the influence of 
weakly excited beams on a strongly excited beam. 
We have applied the generalized-Bethe-potential (GBP) 
method, which was proposed for reflection electron 
diffraction by Ichikawa & Hayakawa (1977) to reduce 
the dynamical calculation time. The GBP method gives 
more accurate intensities than the BP method because 
the former includes all the higher-order Bethe-potential 
terms neglected in the latter. In the GBP method, 
diffracted beams are classified into 'weakly excited' and 
'strongly excited' beams in the same manner as in the 
BP method. Then, the effects of weakly excited beams 
are incorporated into the crystal-potential coefficients of 
strongly excited beams and the order of the matrix is 
reduced to the number of strongly excited beams. The 
formulation of the GBP method is described next. 

We consider, for simplicity, a four-beam case, which 
is easily extended to n-beam cases. We assume beams 
1 and 2 to be 'strongly excited' and beams 3 and 4 
to be 'weakly excited'. The basic equation [(4)] of the 
Bloch-wave dynamical theory is expressed by a 4 × 4 

matrix 

K _ k 2 
U1-o 
U2-o 
U3-o 

= 0~ 

U0-1 U0-2 Uo-3 
K 2 - k 2 UI -2  UI -3  

U2-1 K 2 - k 3 U2-3 
U3-1 U3-2 K 2 - k 2 

Co 
C1 
62 
63 

(8) 

where kg means k + g. Equation (8) is divided into two 
parts: the upper half 

[ K  2 - ko 2 g o ~  
UI-O K2 - k~ ] [cC: ] 

[Vo_  Vo_3 (9) 

and the lower half 

K - k 2 U9_3 

[U _o 
=-LU3_o U3_1] [CC:] " (10) 

Eliminating C2 and C3 from (9) and (10), we obtain 

ko Vo_x 1 Vo_  
[ Ui_o - J - 

] × /  u3_2 K 2-k  LU3_0 U _l 

× [C°] =0" 1~1 (11) 

The second term within the braces of (11) is the term 
incorporating the effect of the weakly excited beams 
into the strongly excited beams. The term is evaluated 
using an approximation to replace k with K. This 
approximation corresponds to the replacement of the 
eigenvalue k of a Bloch wave, which should be obtained 
by solving the eigenvalue equation (8), with the incident 
wave vector K inside the crystal. Thus, the order of the 
matrix (11) to be diagonalized is reduced to 2 x 2. The 
GBP method is very effective for shortening calculation 
time with good precision, when it is applied to a pattern 
that includes a number of weak beams. We treat ZOLZ 
reflections with large g and large excitation errors as 
'weakly excited' beams, which appear at the outer part 
of a CBED pattern taken at an electron incidence parallel 
to a high-symmetry zone axis. 

2.2.3. Nonlinear least-squares fitting. The structural 
parameters are refined so as to minimize the residual 
sum of squares S between the experimental HOLZ 
line profiles and the calculated ones. The quantity S is 
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defined as 

¢~1 (12) 
L-gz 

g i 

where /-o.bs is the ith intensity of the line profile of -g t  
reflection g, I ~  is the calculated intensity corresponding 

/,obs with the structural parameters x, wg~ are weight to _g ,  

factors and s is a scale factor common to all the cal- 
culated intensities. We have assumed the weight factors 
wgi = 1/cr~i, where agi is the experimental error of _g,T °ps 
and is evaluated as described in §2.1.2. Minimization 
of S is performed by the modified Marquardt method 
(Fletcher, 1971), which is implemented in the Fortran 
program SALS (statistical analysis with least-squares 
fitting) (Nakagawa & Oyanagi, 1980). The method has 
characteristics of both the steepest-descents method and 
the Gauss-Newton method. It works like the steepest- 
descents method in regions where the parameters show 
nonlinear behavior and like the Gauss-Newton method 
in regions where the parameters show linear behavior. 
The fitting starts from a set of initial values of the 
structural parameters and continues until S reachs a 
minimum. An appropriate choice of the initial values 
is necessary in obtaining the global minimum of S or 
the correct solution, because spurious minima of S can 
exist in the multidimensional space of the parameters. 
It is thus necessary to repeat the fitting using several 
different sets of initial values. 

Similar to conventional X-ray structure analysis, the 
reliability factors 

/~ = E I I ° b s  -- 8Icall/E Iobs  (13) 
i i 

and 

/Lo 

(14) 
are calculated, where 1 °bs is the ith observed intensity, 
I f  ~1 is the ith calculated intensity and s is a scale factor. 

The standard deviations of the refined parameters 
are evaluated according to the error-propagation rule as 
follows: The error matrix 27 of observed data is defined 
as 

27 - ".. , (15) 
2 

O" n 

where (r~ is the standard deviation of the ith observed 
data. Jacobian A is the matrix of partial differential 
coefficients of the model function f with respect to a 
fitting parameter, and its i j  element is written as 

Aij = Of /Oxi. (16) 

From 27 and A, the error matrix 27~- of the refined 
parameters ~ is given by 

(j  )-1 27~- = 27-1A , (17) 

where the tilde indicates the transpose of the matrix. 
Equation (17) is called the error-propagation rule. By it, 
the standard deviations of the refined parameters ~ are 
obtained as the square root of each diagonal element of 

3. Application to SrTiO3 

3.1. The low-temperature phase of SrTiO3 

We have applied the present method to the low- 
temperature phase of SrTiO3. SrTiO3 undergoes a 
second-order phase transformation at 105 K from the 
high-temperature phase of space group Pm3m to the 
low-temperature phase of space group 14/mcm (Unoki & 
Sakudo, 1967). The high-temperature phase has the cubic 
perovskite structure, in which the oxygen octahedron 
contains a Ti atom at its center. In the low-temperature 
phase, the oxygen octahedron rotates slightly, owing to 
the condensation of the R25-phonon mode of the high- 
temperature phase. The positions of Sr and Ti atoms 
are unchanged. The lattice parameters a and c of the 
low-temperature phase and ac of the high-temperature 
phase are related by a "" 21/2a~ and c ~_ 2a~. Table 
1 shows the atomic coordinates of the low-temperature 
phase. The crystal structure of the low-temperature phase 
projected along the [001] axis is shown in Fig. 1. The 
rotation angle qo of the oxygen octahedron is related 
to the parameter x of the 0(2) atoms by the equation 
x = (1 - t a n  qa)/4. Therefore, the structure analysis of 
the low-temperature phase allows one to determine the 

® Sr 
( q • T i  

( oo 
( 

( 

( 

( 
Fig. 1. Crystal structure of the low-temperature phase of SrTiOs projected 

along the [0011 axis. 
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Table 1. Atomic coordinates of the low-temperature 
phase of SrTiO3 

Atom Wyckoff position x y x 

Sr 4(b) 0 1/2 1/4 
Ti 4(c) 0 0 0 

O(1) 4(a) 0 0 1/4 
0(2) 8(h) x 1/2 +x 0 

rotation angle q0 of the octahedron and the Debye-Waller 
factor B of the oxygen ions, where B is assumed to be 
isotropic. SrTiO3 is the most suitable substance for the 
first application of the present method. 

3.2. Experimental 

Terauchi (1988) examined crystal space groups of 
three kinds of specimens grown by the flux, Czochralski 
and Vemeuil methods, using the CBED method, and re- 
ported that only the specimens grown by the flux method 
clearly showed the space group 14/mcm but the other two 
did not give the space group due to residual lattice strain. 
Then, the bulk specimen of SrTiO3 produced by the flux 
method was used in the present experiments. The thin- 
film specimens for transmission electron microscopy 
were prepared by chemical polishing using phosphoric 
acid heated at about 473 K. CBED experiments were 
conducted using a JEOL 100CX transmission electron 
microscope equipped with a field-emission gun, an IP 
system and a liquid-nitrogen cooling specimen holder. 

We chose the [001] zone axis as the electron-beam 
incidence because the displacements of 0(2) atoms due 
to the phase transformation take place in the (001) plane. 

Fig. 2 shows a CBED pattern of the low-temperature 
phase taken with the [001] incidence at 87 K. The pattern 
was obtained from a 3 nm-diameter area in a domain 
although minute twin domains were introduced in the 
low-temperature phase. It should be noted that the X-ray 
and neutron diffraction techniques cannot obtain diffrac- 
tion intensities from a single domain. ZOLZ reflections 
are seen in the center of the pattern. HOLZ reflections 
appear as rings surrounding the ZOLZ reflections. It 
should be noted that the first-order-Laue-zone (FOLZ) 
reflections are superlattice reflections appearing only 
in the low-temperature phase and are sensitive to the 
rotation of the oxygen octahedron. The CBED pattern 
exhibited fourfold rotation and two types of mirror 
symmetry, total symmetry of the pattern being 4mm. 
Then, the reflections within a one-eighth sector are 
independent with respect to symmetry operations. 

After the distortion correction and averaging of the 
CBED pattern, described in §2.1.2, line profiles of the 
symmetry-independent reflections were taken out of the 
CBED pattern. Background intensities with a linear 
form were subtracted from each line profile using the 
intensities at both ends of the line profile. The ratio 
of inelastic to elastic parts was approximately 20% in 
the FOLZ reflections and 10% in the SOLZ (second- 
order Laue zone) ones at the line profiles. The inelastic 
background arises mainly from plasmon scattering and 
thermal diffuse scattering (TDS). Since electrons suf- 
fering from plasmon scattering form intensity profiles 
similar (but not identical) to those of elastic electrons, 
the linear interpolation is a first approximation. How- 
ever, it looks like a reasonable approximation because 
the contribution of plasmon scattering in SrTiO3 was 
confirmed to be smaller than that of metals from a 
separate experiment using an energy analyzer. On the 
other hand, electrons suffering from TDS spread over 
large scattering angles, some forming Kikuchi lines and 
Kikuchi bands. Background intensities due to TDS are 
well approximated by a linear interpolation, except in 
the areas of Kikuchi lines and Kikuchi band edges. For 
these reasons, the procedure of background subtraction 
appears to produce little error in the present analysis. 

Fig. 2. CBED pattern of the low-temperature phase of SrTiO3, taken from 
a 3 nm-diameter area with [001] incidence at 87 K. Total symmetry 
of the pattern is 4ram. 

3.3. Determination of the accelerating voltage and the 
specimen thickness 

The accelerating voltage of the electron microscope 
was determined using a HOLZ line pattern of silicon 
as a standard specimen. Fig. 3 shows the CBED pattern 
of the bright-field disc of silicon taken with the [111] 
incidence at a nominal accelerating voltage of 80 kV. 
Six distances A, B, C, D, E and F were measured and 
the ratios between these distances compared with those 
of a series of dynamically simulated CBED patterns 
for different accelerating voltages, where the specimen 
thickness was not necessarily exact but adequate if the 
observed pattern was roughly reproduced. It is empha- 
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sized that not kinematical but dynamical simulation is 
necessary for the accurate determination of the voltage 
because the HOLZ line positions shift from those given 

11 

(a) 

11~ fi :i~, 

Fig. 3. CBED pattern of the bright-field disc of silicon taken with [ 111 ] 
incidence at a nominal accelerating voltage of 80 kV. Six distances 
A, B, C, D, E and F were measured to determine the accelerating 
voltage of the electron microscope. The actual accelerating voltage 
was determined to be 86.0 (3) kV from the fitting of these distances 
with those in dynamically simulated patterns. 

by kinematical approximation owing to the dynamical 
diffraction effect. The HOLZ line shifts reach amounts 
corresponding to accelerating voltages of several kV. 
Then, the accelerating voltage was determined to be 
86.0 (3) kV. 

The specimen thickness was determined by comparing 
the experimental ZOLZ CBED pattern with calculated 
ones. Fig. 4(a) shows the central part of Fig. 2, the ZOLZ 
CBED pattern. Figs. 4(b)-(d) show three patterns from 
a series of dynamically simulated patterns for different 
specimen thicknesses, where the accelerating voltage of 
86 kV obtained was used, and a rotation angle qo for the 
oxygen octahedron of 1.4 ° and the Debye-Waller factor 
for 0(2) of 0.4 A 2 were assumed. It is noted that the 
ZOLZ CBED pattern is not so sensitive to the values of cp 
and B. Close comparison of Fig. 4(a) and Figs. 4(b)-(d) 
determined the specimen thickness to be 200 (10)A. 

3.4. Sensitivity of HOLZ line profiles 

We carded out in advance test simulations of the 
HOLZ line profiles with varying qo and B to examine 
the sensitivity of HOLZ line profiles to q0 and B[O(2)]. 
Fig. 5(a) shows simulated line profiles of the 7,12,1 
FOLZ reflection for different rotation angles qo, where 
the values of B and t, the specimen thickness, were 
fixed at 0.3/k 2 and 250,/k, respectively. Considerable 
intensity changes are seen to occur with small changes 
in qo. Fig. 5(b) shows simulated 7,12,1 line profiles for 

220~ 
0 

m 

180~ 
• 0 0 

I • • 0 
• 0 

• 0 0 

(b) 

• ,0 .0 • O. • 
,j c" z) • • • 

, ~ I a l  
(c) (d) 

Fig. 4. ZOLZ CBED patterns: (a) an 
experir,entai pattern (the central 
part of Fig. 2); (b), (c), (d) 
dynamically simulated patterns 
with specimen thicknesses of 180, 
200 and 220 A, respectively. The 
thickness was determined to be 
200 (10) ,~. 
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different values of the Debye-Waller factor B, with qa 
and t set to 1.5 ° and 250 A, respectively. It is also seen 
that the profiles show good sensitivity to the changes of 
B. The simulations have shown the following. Intensities 
of the FOLZ line profiles increase with increasing qa 
and decrease with increasing /3. On the other hand, 
intensities of the hk2 (h, k even) SOLZ line profiles 
decrease with increasing qa and decrease with increasing 
B faster than those of the FOLZ reflections, while those 
of the other SOLZ ones (h, k odd) are less affected 
by qa and/3.  Therefore, it is possible to determine the 
parameters qa and B with sufficient accuracy using only 
relative intensities of the FOLZ and SOLZ line profiles. 

The line profiles do not change their peak positions 
but their intensities. These indicate that the values of qa 
and B can be determined from the integrated intensities 
of the profiles as well as the line profiles. 

3.5. Results 

From the results in §3.4, we selected three FOLZ 
reflections (7,12,1, 1,14,1 and 3,14,1) and five SOLZ re- 
flections with hk2 (h, k even) (14,14,2, 8,18,2, 12,16,2, 
0,20,2 and 2,20,2) for the analysis. These reflections 
are seen in Fig. 6, which is a quarter sector of Fig. 2. 
These reflections appear to be uniform in intensity in the 
azimuthal direction. It is noted that the SOLZ reflections 

~0=1.4 ° , ~  

,=,.oo 

(a) 

B=0.3 , J ,  2 

B=0.1,~t2 . ~ + ~  ~ = 1 . 5  ° 

_ B 0,4~ l ~ 
(b) 

Fig. 5. Simulated line profiles of the 7,12,1 HOLZ reflection (a) for 
different ~0 and (b) for different B. 

hk2 (h, k odd), whose intensities are strongly dependent 
on Sr and Ti, show intensity variation in the azimuthal 
direction. From the results of the convergence tests of 
HOLZ intensities with the numbers of ZOLZ and HOLZ 
reflections, 109 ZOLZ beams and 25 HOLZ beams were 
chosen for the dynamical calculations. 40 beams among 
the 109 ZOLZ beams were treated as weak beams when 
applying the GBP method. Lattice parameters used were 
a = 5.511 and c = 7.796A at 87K (Alefeld, 1969). 
Debye-Waller factors of the Ba, Ti and O(1) atoms were 
assumed to be B(Ba) = 0.19, B(Ti) = 0.15 and B[O(1)] 
= 9.19A 2 at 87K (Stifling, 1972). 

The analyses were conducted in two ways; one deal- 
ing with the integrated intensities and the other with 
the line profiles. Both calculations took about 17 h on 
a workstation (Sony NEWS-3460) with a calculation 
speed of 2.7 MFLOPS. 

3.5.1. Case I. Integrated intensities. From the inte- 
grated intensities of the HOLZ line profiles, the rotation 
angle of the oxygen octahedron qa and the Debye-Waller 
factor/3[0(2)] were determined to minimize the residual 
sum of squares S between experimental intensities and 
calculated ones. The intensities integrated along the line 
profiles were used as the integrated intensities. The 
values obtained were qo = 1.12(4) ° and /3[0(2)] = 
0.35 (6).4, 2. Table 2 shows the final result of the fitting 
between experimental intensities and calculated ones. It 
is seen that the calculated intensities agree very well with 
the experimental ones. The R factors are R = 8.2% and 
P~ = 5.3%. 

Fig. 6. The three FOLZ and five SOLZ reflections in Fig. 2 used for 
the analysis are indicated by circles. The FOLZ reflections are the 
superlattice reflections appearing only in the low-temperature phase. 
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Table 2. Observed intensities, calculated (integrated) 
intensities and their residuals 

Th e  R f a c t o r s  a r e R  = 8 . 2 % a n d R ~  = 5 . 3 % .  

h k l Observed Calculated Residual 

7 12 1 3.675 2.489 1.186 
1 14 1 4.627 4.563 0.063 
3 14 1 5.494 5.734 - 0 .240  

14 14 2 8.518 8.501 0.017 
8 18 2 1.675 2.405 -0 .731 

12 16 2 2.964 3.018 -0 .054  
0 20 2 4.458 4.429 0.029 
2 20 2 1.000 1.353 -0 .353  

Fig. 7 shows the contour map of the residual sum 
of squares S with respect to the parameters ~p and B. 
Since no local minimum is seen, it is confirmed that the 
values of the parameters obtained are the true solution 
corresponding to the global minimum of S. 

3.5.2. Case II. Line profiles. Using the HOLZ line pro- 
files, qo and B[O(2)] were determined so as to minimize 
S. The refined values were cp = 1.14 (1) ° and B[O(2)] 
= 0.37 (1)/~2. This result agrees with the result from the 
integrated intensities within error. The number of total 
data points was 280, which was very much greater than 
the eight data points of the integrated intensities. As a 
result, the standard deviations of the refined parameters 
are greatly reduced. However, the deviations may be 
underestimated because the neighboring data points of 
the line profiles are too close to be independent of each 
other. Fig. 8 shows the final results of the fitting between 
experimental (+)  and calculated (o) intensities. Calcu- 
lated intensities are seen to agree well with experimental 
ones. However, the remaining small discrepancies give 
poor R factors of R = 31.6% and P~  = 41.6%. These 
large values mainly originate from the errors in the 
distortion correction of the CBED pattern due to the 
aberrations of the lenses. For smaller R factors, it is 
therefore necessary to use lenses with small aberration 

coefficients and to correct the distortion of the CBED 
pattern due to the aberration more accurately. 

4. Discussion 

4.1. Comparison with other results 

Unoki & Sakudo (1967) and MUller, Berlinger & 
Waldner (1968) measured the rotation angle qo of the 
oxygen octahedron as a function of temperature over a 
temperature range from 4 to 105 K through electron spin 
resonance experiments. The former obtained the value 
of qo as 1.4 (1) ° and the latter as 1.25 ° at 78 K. Shirane 
& Yamada (1969) determined qo to be 1.37 (35) ° at 78 K 
from neutron diffraction experiments. Fujishita, Shiozaki 
& Sawaguchi (1979) determined qo to be 1.6 (1) ° at 77 K 
from X-ray diffraction experiments. Fig. 9 shows these 
results together with the present ones. The present results 
shown by double circles are in good agreement with 
those of Unoki & Sakudo (go = 1.3 ° at 87 K) and Miiller 
et al. (qo = 1.1 ° at 87 K). The present results also agree 
with those of Shirane & Yamada when the temperature 

.exp  I AI --0- c a l .  

7 12 1 1 14 1 

3 1 4  1 1 4  14 2 

0 . 4 5  

~0,35 

} 
0.25 I I I 1 I 

0.8 1 . 0  1 . 2  1 . 4  

Rotation Angle 

Fig. 7. Contour map of the residual sum of squares S with respect to 
parameters ~p and/3.  The cross bar indicates the value obtained, qp = 
1.12 (4) ° and B[O(2)] = 0.35 (6) A 2. No local minimum is seen. 

B 1B 2 

+~. 

~2 ~B 2 

0 20 2 2 20 2 
Fig. 8. Experimental (+)  and calculated (o) line profiles. The parameters 

were determined to be q~ = 1.14 (1) ° and B[O(2)] = 0.37 (1) A 2. 
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difference is considered. The value obtained by Fujishita 
et al. is a little higher than the other results reported and 
may be a little different from ours even if the temperature 
difference is taken into account. 

4.2. Bloch states of SrTiO3 

We interpret HOLZ line profiles in terms of Bloch 
waves (Kambe, Lehmpfuhl & Fujimoto, 1974; Buxton, 
1976; Jones et al., 1977; Buxton, Loveluck & Steeds, 
1978). The high sensitivity of the reflections used in 
the present analysis to q0 and B can be explained by 
the Bloch-wave picture as follows: The Bloch waves 
given by (5) are obtained as eigenstates of (4) for 
eigenvalues k(0 j). The eigenvalues k~ j) for successively 
different incident directions form dispersion surfaces, 
whose sections are called branches 1, 2 . . . .  in order 
of the magnitude of their k(0 j). Fig. 10(a) shows the 
branches or the sections of the dispersion surfaces around 
the [001] incidence along the direction of the 5,19,2 
reflection. The corresponding line profile of the 5,19,2 
reflection is shown in Fig. 10(b). For simplicity, the sur- 
faces of the eigenvalues were calculated using only one 
HOLZ reflection, 5,19,2, and 109 ZOLZ reflections. The 
branch originating from the HOLZ reflection is clearly 
distinguished from the branches due to ZOLZ reflections 
because the HOLZ branch makes a large angle with the 
ZOLZ branches, which are almost perpendicular to the 
[001] direction. The HOLZ and ZOLZ branches interact 
at their intersections and give rise to intensity peaks in 
the line profile of the HOLZ reflection. Then, each peak 
appearing in a HOLZ line profile can be assigned to a 
ZOLZ branch. Even if ZOLZ dispersion surfaces exist 
close together, the branches causing intensity peaks can 
be distinguished by examining values of the excitation 
amplitudes e (j) of the Bloch waves. Only well excited 
branches cause peaks in a HOLZ line profile. The peaks 
of the line profile in Fig. 10(b) are assigned to those 

I X  ' ' ' ' I ' ' ' ' I 

,~ @ Present results \ . 
1 I N K  

o Unoki & Sakudo (1967) Y\I-~,I, 9" 

o Mfiller, Berlinger & Waldner (1968) ~\i~¥' 
k v  

v Shirane & Yamada (1969) '~  
q2 I I  

" Fujishita, Shiozaki & Sawaguchi (1979) ~ 

0 , , , , I , , , , 
0 5O 100 

T[K] 
Fig. 9. Comparison of the present results (double circles) with other 

results. 

from branches 1, 2, 3 and 9. It is seen in Fig. 1 l(a) that 
SrTiO3 consists of the Sr-atom rows, the Ti- and O(1)- 
atom rows and the O(2)-atom rows when viewed along 
the [001] direction. Figs. 1 l(b)-(k) show the electron- 
density distributions of the Bloch waves corresponding 
to branches 1-10, which were calculated using 109 
ZOLZ beams at the [001] incidence for an accelerating 
voltage of 86 kV. The electron density is concentrated on 
the rows of Ti and O(1) atoms for branch 1 (Fig. 11 b), on 
the rows of Sr atoms for branch 2 (Fig. 1 l c) and on the 
rows of 0(2) atoms for branches 3 and 4 (Figs. 1 ld  and 
e). Branches 3 and 4 correspond to a bonding state and 
an antibonding state between 0(2) atoms, respectively. 
The wave functions at the neighboring 0(2) atoms have 
the same sign in branch 3 but the opposite sign in branch 

b r a n c h  1 " - ~ . /  

b r a n c h  2 

b r a n c h  3 / " f ~ / ~  

\ /  

b r a n c h  9 \ ,  ~ /  

56 \ ,- 
7 8 • \ . 

9 1 o ~ _ _  ~ 
1112 ~ -  ----______ 
1 3 1 4 ~ - - - - - - - - ~ .  r . /  ~ 

15 ~ , I ' ' 
Ign0l/2 [ool] 

(a) 

~xy 
Ign0l/2 

b r a n c h  1 

b r a n c h  2 

.~_ 

(D 
b r a n c h  3 / 

/ 

i i 1 t i 

(b) 
Fig. 10. (a) Branches of dispersion surfaces of SrTiO3 around the [001] 

incidence. (b) The corresponding line profile of the 5,19,2 HOLZ 
reflection. Peaks of the line profile appear at the intersections of the 
HOLZ branch and the ZOLZ branches of 1, 2, 3 and 9. 
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4. The electron-density distribution of the Bloch waves 
resembles the two-dimensional atomic states localizing 
on the rows of particular atoms because the formulation 
of the dynamical theory is similar to the two-dimensional 
band theory of solid-state physics. 

It should be noted that all the peaks appearing in 
the HOLZ reflections used in the present analysis (Fig. 
8) originate only from branches 3 and 9, whose elec- 
tron densities localize on the O(2) atoms. This is the 
reason why the HOLZ reflections are sensitive to the 
displacement of the 0(2) atoms and their Debye-Waller 
factor. 

5. Concluding remarks 

We have proposed a CBED method to refine crystal 
structure parameters and demonstrated the usefulness 
of the method for the structure refinement of the low- 
temperature phase of SrTiO3. 

To improve the accuracy of the method, energy ill- 
tering to remove inelastic backgrounds is first required 
and the installation of image-forming lenses with small 
distortion is necessary. In the present analysis, the fitting 
parameters were limited to qa, B[O(2)] and the scale 

factor s to reduce the calculation time. It is necessary to 
add such parameters as lattice parameters, Debye-Waller 
factors of the other atoms [Sr, Ti and O(1)], the specimen 
thickness and low-order structure factors as the fitting 
parameters. The increase in calculation time with number 
of parameters can be compensated for by a perturbation 
method (Bird, 1990; Zuo, 1991) to calculate Jacobian 
matrices. 

The maximum-entropy method (MEM) is worth ap- 
plying to obtain directly crystal potential distributions 
from CBED patterns instead of determining the atom 
positions and the Debye-Waller factors in the present 
method. 

We intend to determine the rotation angle ~ of the 
oxygen octahedron of SrTiO3 at the temperature of liquid 
helium and to apply the method to other substances that 
undergo structural phase transformations. 
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